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ABSTRACT

We present DeepDiver-V2, a multi-agent system (MAS) learned to address the limita-
tions of single-agent framework in complex information-seeking tasks. Unlike DeepDiver-
V1, which relies on a single LLM to process complex problems, DeepDiver-V2 decom-
poses problems into subtasks distributed to specialized agents, scaling up collaborative
reasoning. To support this coordination, DeepDiver-V2 introduces a lightweight yet ef-
fective file-based communication protocol, where agents interact through structured op-
erations—reading, writing, and interpreting documents within a shared workspace. This
design ensures scalable collaboration and efficient memory usage. To train DeepDiver-V2,
we propose a novel credit assignment and broadcasting learning framework, which pro-
vides both stepwise and trajectory-level supervision, allowing precise attribution of agent
contributions across long-horizon tasks. This framework is powered by Ascend NPUs and
integrated into our in-house reinforcement learning library, enabling robust and efficient
MAS optimization. To develop and evaluate DeepDiver-V2, we expand the WebPuzzle-V1
to encompass more challenging open- and closed-ended tasks rooted in real-world open-
web settings. WebPuzzle empowers DeepDiver-V2 with ability on both complex question
answering and to write high-quality long-form reports exceeding 15,000 tokens. Empir-
ically, DeepDiver-V2-38B achieves competitive results across multiple benchmarks,
including 34.6 on BrowseComp-zh and 13.4 on BrowseComp-en, outperforming most
models of comparable scale. On our internal WebPuzzle-Writing benchmark, DeepDiver-
V2 also exhibits superior content quality and factual reliability, as reflected by its high
overall score on both automatic and human evaluations.

1 Introduction

Information-seeking (Wilson, 1999) is a fundamental cognitive skill essential for solving complex real-world
questions and generating informative content. Despite significant advancements in artificial intelligence,
large language models (LLMs) still encounter substantial difficulties in effectively extracting and denoising
information from complex, noisy, real-world open-web environments.

Techniques such as Retrieval-Augmented Generation (RAG) (Lewis et al., 2020), reasoning frameworks like
ReAct (Yao et al., 2023), and both well-engineered training (Song et al., 2025; Yu et al., 2024; Zheng et al.,
2025) and training-free pipelines (Jiang et al., 2023; Li et al., 2025b) have shown promise in building agentic
systems to address these challenges (Huang et al., 2025). However, as LLMs evolve, so does the complexity
of the tasks they are expected to handle. Real-world agent-oriented problems often require iterative evidence
gathering, information denoising, conflict resolution, and reflection with correction. Moreover, complex
problems typically need to be decomposed into multiple subtasks—some sequential and interdependent, oth-
ers parallel and independent. These characteristics pose significant challenges for traditional single-agent
frameworks (Russell and Norvig, 2009), as they require the agent to (1) manage long sequences of interme-
diate processing steps within a single context window, leading to high memory consumption and reduced
decoding efficiency, and (2) handle multiple tasks concurrently, where cross-task interference can substan-
tially degrade performance.

To address these challenges, LLM-based multi-agent systems (MAS) (Hong et al., 2024; Li et al., 2023)
have been proposed, which decompose complex tasks into manageable subtasks distributed across multiple
agents (Minsky, 1986; Wooldridge, 2009). Such decomposition alleviates the burden on individual agents
and improves overall efficiency and effectiveness. However, MAS development still faces critical challenges
in communication and training. In particular, as each agent’s policy evolves during training, the environment



becomes non-stationary from the perspective of individual agents (Hernandez-Leal et al., 2017; Papoudakis
et al., 2019). Training agents independently, without accounting for their interactions, can therefore lead
to convergence failures or suboptimal performance. Moreover, unlike single-agent settings—where a single
policy observes all information, executes all actions, and is solely responsible for outcomes—MAS suffer
from more complex credit assignment problems (Mahajan et al., 2019; Sunehag et al., 2018). Each agent
operates with partial observations and limited functionality, making it essential to ensure that an agent is (1)
not penalized for failures it did not cause and (2) not rewarded for successes it did not contribute to. These
difficulties, combined with the need to isolate agents’ contexts for memory efficiency while still propagating
essential information among them, further complicate MAS training and optimization.

To overcome these issues, we extend the DeepDiver (Shi et al., 2025) to a planner-orchestrated MAS equipped
with a simple yet effective credit assignment mechanism. In DeepDiver-V2, agents interact through task sum-
maries and shared files stored in a common workspace. Although agents execute tasks in a decentralized man-
ner, they can communicate via two channels: (1) directly reporting intermediate results to relevant agents, or
(2) sharing insights and findings by making specific files publicly accessible. This file-based communication
design enables indirect information exchange, fostering coordinated problem solving while avoiding exces-
sive context overhead. For credit assignment during training, each step of the planner’s trajectory is evaluated
using the LLM-as-a-Judge framework (Chiang and Lee, 2023; Dubois et al., 2023; Zheng et al., 2023), and
the resulting feedback is propagated to executor trajectories according to their invocation relationships.

To support the training and rigorous evaluation of DeepDiver-V2, we extend WebPuzzle-V1 with a broader set
of challenging tasks, including both open-web, closed-ended problems and open-ended, long-form writing
tasks. The close-ended tasks are enhanced with more difficult instances and enriched with high-quality,
verifiable samples, while the open-ended tasks are specifically designed to evaluate DeepDiver-V2’s ability
to generate extensive, high-quality reports exceeding 15,000 tokens. Particularly for long-form writing tasks,
which have long been challenging to evaluate, we shift away from the traditional fully open-ended report
writing based solely on a topic. Instead, we develop rubric-based writing queries that encompass the main
topic along with specific, detailed writing points. This modification enables a more streamlined and accurate
evaluation process.

The training of the DeepDiver-V2 is accelerated by Atlas 800I A2 and integrated with our in-house cus-
tom, production-ready reinforcement learning library, enabling robust and efficient MAS optimization.
DeepDiver-V2 demonstrates robust performance across both open-ended long-form writing benchmarks
and complex closed-ended QA tasks. With a 38B backend, DeepDiver-V2 achieves scores of 34.6 on
BrowseComp-zh (Zhou et al., 2025), 13.4 on BrowseComp (Wei et al., 2025), and 53.0 on Xbench (Xbench-
Team, 2025), outperforming most open-source competitors with greater model size. In long-form writing
tasks, DeepDiver-V2 rivals the proprietary Deep Research agents on our in-house benchmark WebPuzzle-
Writing and produces highly reliable long-form content, as evidenced by a factuality and faithfulness score
of 68.09. Further in-depth analysis reveals several key insights: (1) Planner-orchestrated MAS enables col-
laborative execution for solving extremely complex problems, while the executor remains the primary perfor-
mance driver and a moderately capable planner covers most coordination needs. (2) Emergent single-agent
competence arises as a byproduct of collaborative training: despite being optimized for team objectives, sub-
agents become strong standalone problem solvers. (3) The planner-centric credit assignment provides greater
benefit for MAS training compared to approaches that rely solely on filtering training samples by the global
outcome.

2 Preliminaries

2.1 Single-Agent vs. Multi-Agent Systems

ag ~ Tg ('|0t7 Sty ht—1)7 (1)

where s; € S is the environment state at time ¢, o, € O the observation (e.g., a query), a; € A the action,
and h;_; the interaction history up to step t—1.

A single-agent system runs one policy 7y against environment £, handling all subtasks in a single context
window. This preserves global coherence and avoids inter-agent synchronization, but it (i) grows context
length with intermediate outputs, increasing memory and latency; (ii) forces sequential processing, limiting
flexibility to match execution order/structure to complex workflows; and (iii) mixes goals in one context,
causing interference and hurting task-specific performance.
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Figure 1: Single agent v.s. multi-agent system. Left: a single agent masters all tools and handles all work;
complex long-horizon tasks may exceed its context window. Right: a multi-agent system (MAS) handles
tasks in a divide-and-conquer manner — specialized executor agents handle a subtask at a time under the
coordination of a planner agent.

A multi-agent system (MAS) comprises policies {mp, }2Y; with separate local contexts and (optionally)
specialized abilities. Agents exchange compressed messages via

mﬁﬁj = Ci%j (le, St) , (2)
t

i is the message from agent i to j at step , ct is i’s private state, and s, is a globally shared state.
By partitioning tasks, MASs shorten per-agent context: each agent works on (cf, s;) and receives concise
{m],_,,} instead of full histories, lowering decoding cost while retaining information necessary for coordi-
nation. MASs also enable specialization and hierarchical control to align parallel, sequential, or iterative
execution with complex workflows.

where m

Two challenges dominate MAS design: communication and training. Given ¢! and a memory/token budget
B, a communication—memory trade-off is

{rcnax} 1 (C;H; mﬁﬁj |s¢) st |mfﬁj| < B, 3)
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where I(-; -) denotes mutual information under the distribution induced by the agents and £, Overly compact
messages risk omitting essential state information, whereas verbose ones negate per-agent context savings.

In addition, MASs suffer from long-horizon credit assignment. Global rewards may be easy to score (e.g.,
binary correctness in QA), but attributing credit to intermediate (¢,4) is hard. With only a global reward R
is observed, per-agent credit is challenging to identify. A marginal contribution of agent ¢ at step ¢ can be
written as

3
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As N and T grow, estimating {A, ;} becomes high-variance and combinatorial, making per-agent credit in
MASSs intrinsically difficult.

2.2 Training Schemas of MAS

Centralized Training & Centralized Execution A CTCE setting models the multi-agent system as a
single-agent Markov Decision Process (MDP) governed by a centralized policy. The joint policy

72 Ojoint. = P(Ajoint)

maps the joint observation Ojeinr—Wwhich aggregates all agents’ observations—into a probability distribution
over the joint action space Ajoine = A1 X Az x --- X Ay. Here, P(Ajoint) denotes the set of distributions
over joint actions.

Given a complete joint observation, 7 outputs a distribution over joint actions

(al, ey aN) S Ajoim-



At execution time, the central controller observes the full system state and selects all agents’ actions jointly,
enabling decisions that exploit global information. During training, all experience tuples (s, a,r) are stored
and processed centrally to update 7 using standard single-agent reinforcement learning algorithms.

This paradigm reduces multi-agent learning to a single-agent problem, simplifying algorithm design. How-
ever, its scalability is limited: the joint state and action spaces grow exponentially with the number of
agents (Gronauer and Diepold, 2022), rendering learning and decision-making computationally intractable in
large-scale settings.

Decentralized Training & Decentralized Execution In DTDE, each agent learns and acts independently,
without any central coordination (Jaderberg et al., 2019; McMahan et al., 2023; Tampuu et al., 2015; Tan,
1993). For agent ¢ in a multi-agent system (MAS), the policy is defined as
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where O; is the local observation space, A; is the action space, and m; maps a local observation o; € O;
to a probability distribution over A;. At execution time, each agent selects actions solely based on its own
observations. During training, no information is shared between agents; each policy 7; is updated using only
local experience—its own observations, actions, and received rewards.

The DTDE paradigm is straightforward to implement and compatible with off-the-shelf single-agent rein-
forcement learning algorithms. However, the lack of shared information renders each agent’s learning envi-
ronment both non-stationary and partially observed, often leading to instability and suboptimal convergence.
Without access to other agents’ actions, accurate credit assignment becomes difficult, increasing the risk of
coordination failures.

Centralized training & Decentralized Execution CTDE (Gu et al., 2017; Kraemer and Banerjee, 2016;
Lowe et al., 2020) combines the advantages of centralized learning with the scalability of decentralized
action. For execution, each agent ¢ maintains an individual policy identical in form to DTDE, mapping its
local observation o; € O; to a probability distribution over .A4;.

During training, however, agents have access to additional global information or coordination signals. For-
mally, a centralized learning function F'(-; Iirin) leverages extra information [i,i,—such as the full state s,
the actions of all other agents, or other agents’ observations—to update policy parameters. This centralized
view enables more accurate credit assignment, as the trainer can attribute team rewards to specific agent
contributions. In execution, policies operate independently using only local observations, eliminating the
need to share raw state or action data at runtime—a critical property in scenarios with strict communica-
tion constraints. CTDE thus balances coordination benefits during training with the operational efficiency of
decentralized decision-making.

3 Framework Design

To mitigate the context overhead and cross-task interference in DeepDiver-V1’s single-agent setup,
DeepDiver-V2 adopts a planner-orchestrated multi-agent design with file-based communication. This shift
replaces direct context passing with a shared workspace paradigm, enabling efficient information exchange
while preserving agent specialization. All agents, including the planner and domain-specific sub-agents,
follow the ReAct pattern (Reasoning + Acting), executing tasks through iterative reasoning and tool calling.

3.1 Architecture Overview

The system comprises a central planner and specialized sub-agents that interact via a persistent shared
workspace W containing structured files {f1, f2,..., fr}. Rather than exchanging raw task data, agents
communicate through standardized reports, balancing communication cost and memory persistence.

For agent ¢ with local state ¢!, the communication protocol is:
mj; = C(cj, W') = {task_summary, key files}, )
where,

Task Summary: Concise account of execution steps, tools used, findings, and encountered issues. Agents
exchange only compressed task summaries rather than full contexts, reducing interference from irrelevant
tasks and minimizing memory overhead.
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Figure 2: Illustration of DeepDiver V2’s planner-orchestrated framework. (a) The planner preprocesses
queries, decomposes and assigns tasks, orchestrates agents, and assembles the final answer; agents share
common tools (e.g., cognitive and local-file ops) while retaining private toolkits; communication occurs via
messages and shared files. (b) The planner schedules sequential or parallel subtasks, and can issue “com-
petitive tasks,” where the same problem is assigned to multiple agents; their outputs are then verified and
consolidated to produce a more reliable final result.

Key Files: Metadata for created or updated files, including file path, purpose, content description, rationale
for changes, and whether the file constitutes a primary deliverable. Key files serve as the persistent record of
each agent’s insights and results. Agents are encouraged (1) to store intermediate outputs, reasoning steps,
and supporting materials in separate files, and (2) to retrieve details as needed using our tailored file-operation
toolkits, forming a structured, agent-friendly knowledge base.

Equipped with both basic file utilities (e.g., “grep,” “find”’) and LLM-powered “smart” file tools, DeepDiver-
V2 agents propagate only summaries while persisting detailed content in files. This design reduces context
transmission costs and improves inter-agent communication efficiency. The architecture reduces the cost of
context transmission and improves the efficiency of inter-agent communication. This architecture offers three
key advantages: (1) Scalable communication: the complexity of the messages exchanged between agents
remains a controllable size, regardless of the full length of an agent’s conversation histories or the deliverable
file size. (2) Persistent state management: Agents can access historical information without maintaining
full context histories; (3) Parallel execution: Independent subtasks can be processed concurrently without
context conflicts and interference.

3.2 Planner-Orchestrated Coordination

The planner serves as the central coordinator, responsible for query interpretation, task decomposition, and
agent orchestration. Given a user query, the planner performs adaptive complexity assessment: simple queries
are handled directly without sub-agent invocation, while complex queries trigger structured multi-agent co-
ordination.

Hierarchical Task Decomposition. For complex queries, the planner constructs a depth-tagged task tree
where subtasks are organized hierarchically with the user query as the root. The decomposition follows a
structured approach where tasks execute level-by-level from shallow to deep, with each depth level com-
pleting before the next begins. All tasks at the same depth are mutually independent and can be executed
in parallel, ensuring no cross-dependencies within each level. For high-impact subtasks that significantly
influence subsequent reasoning, the planner employs a competitive redundancy mechanism by creating near-
identical variants at the same depth level to enhance robustness and completion rates.

Iterative Planning and Documentation. The planner maintains comprehensive documentation through
versioned planning files that systematically record task specifications, success criteria, execution context,
and structured execution plans. These documents serve as persistent coordination mechanisms, enabling
the planner to track progress and maintain continuity across execution phases. Based on completion results
from each depth level, the planner adaptively refines subsequent layers through iterative planning. When



tasks fail or encounter challenges, the system triggers introspective analysis to explore alternative approaches
and generate revised task plans.

3.3 Specialized Sub-agents

DeepDiver-V2 uses specialized sub-agents that operate over the shared workspace and exchange standardized
messages instead of raw context. We detail two roles used in our experiments: the Information Seeker for
evidence acquisition and the Writer for long-form content synthesis.

Information Seeker The Information Seeker agent is responsible for research-oriented subtasks delegated
by the planner. The agent continually integrates newly gathered evidence into its working context, refining hy-
potheses and subsequent actions until sufficient information has been assembled to support decision-making.

The information seeker begins with initial landscape scanning to identify relevant sources, analyzes retrieved
candidates (e.g., titles, abstracts/snippets, and provenance), and selectively saves high-fidelity content. Once
sources are collected, the agent conducts focused analysis through targeted questioning over the saved con-
tent to extract key facts, definitions, quantitative results, and methodological details. When needed, the agent
iterates over the same content with multiple, progressively refined questions, using the answers to build a co-
herent understanding and fill knowledge gaps. Upon completion, the agent produces a structured report sum-
marizing objectives, search strategy, evidence paths, synthesized findings, limitations, and open questions,
along with metadata describing the created artifacts to facilitate coordination with other system components.

Writer The Writer agent transforms provided evidence and the problem specification into coherent long-
form outputs. It builds a concise outline, assigns references to sections, and writes chapters sequentially with
quality control to preserve coherence, avoid redundancy, and remain faithful to the objective.

The writer first reviews the materials to generate an outline aligned with the user’s question, prioritizing au-
thoritative, rich, relevant, and timely sources. It then assigns the available materials to outline chapters so that
each section is supported by the most pertinent evidence. The agent writes sections strictly sequentially, pro-
ducing one chapter at a time as a separate artifact. Throughout, it maintains a running summary of completed
chapters to ensure global coherence and avoid repetition, without modifying the recorded content of prior
chapters. After all chapters are written, it merges the chapter artifacts into a single consolidated document
and finalizes the deliverable.

3.4 Tools

DeepDiver-V2 employs a suite of specialized MCP tools to support both the Information Seeker and Writer
agents. These tools are designed to extend the agents’ capabilities and enable them to perform complex tasks
efficiently. We categorize them into two groups: internal cognitive tools and external capability tools.

Internal Cognitive Tools DeepDiver-V2 formalizes the reasoning capabilities of LLMs into a suite of
internal cognitive tools (Anthropic, 2025). Instead of requiring explicit chain-of-thought before generat-
ing the final output (e.g., via “<think>" tags), it encapsulates operations such as thinking, reflection, and
task-oriented message exchange into dedicated tool calls. These tools are invoked selectively to perform
reasoning steps, execute reflection loops, and generate inter-agent messages, with the corresponding cogni-
tive content passed as tool arguments. This design allows DeepDiver-V2 to engage in critical and reflective
reasoning only when necessary, preserving both efficiency and effectiveness.

External Capability Tools External tools enable the LLM to interact with its environment and access
resources beyond its internal context. DeepDiver-V2 organizes these tools into three categories:

1. Web-search-centric tools: These include integrated web search engines, paired with post-
processing utilities such as HTML-to-Markdown converters and file downloaders. Additionally,
open-source MCP services can be invoked to access domain-specific knowledge. Together, they
provide access to external knowledge sources and return information in an LLM-friendly format.

2. Local-file-oriented tools: These include file reading, writing, previewing, and search utilities, as
well as LLM-based document understanding tools that allow agents to query the contents of a local
file and receive context-aware answers. Because DeepDiver-V2 offloads inter-agent communication
from direct message passing to a shared file system, these tools allow agents to record information
for others and retrieve shared data efficiently.



3. Content creation tools: Tailored for the Writer agents, these include document quality evaluation,
content-to-section mapping, and section drafting tools. They support structured, high-quality content
generation aligned with the overall document plan.

Together, these internal and external tools form a cohesive framework that enables DeepDiver-V2 agents to
reason effectively, access and process information seamlessly, and produce high-quality outputs in a struc-
tured and efficient manner.

4 Data Curation

We extend WebPuzzle-V1 in two key directions: (1) it introduces more challenging closed-ended problems
that require deeper exploration and broaden the scope of information gathering and verification, (2) it in-
corporates open-ended problems that test the agents’ ability to produce comprehensive, long-form content
exceeding 20K tokens. In addition to the original WebPuzzle-V1 benchmark, which focuses on evaluat-
ing close-ended problem-solving, we propose WebPuzzle-Writing, a complementary benchmark specifically
designed to assess the long-form writing capabilities of LLMs.

Example of Riddle

Seed Page: (Dota 2) J&—# H Valve t & 028 % NFELRAT A H 2R EXL - 20114F...
Key Entities: [Dota 2, Valve, Steam, ...]

Selected Entity: Dota 2

Linked Entity 1: BE &5 iIIl: {RELZ I8 (Warcraft III: Reign of Chaos.)

Linked Entity 2: #2i75| % (Source Engine)

Linked Entity 3: OpenAl
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Solution: 2015429 i/ September 2015

Example of Writing Query

System: SYSTEM_PROMPT

User: HEAERS P EEF- AT H P HEIHEE —ERENERENR .

Assistant: [“NBAZREAFFBRIRTEAL ", “HEFAY ERH RGN, “2024F B 20 T HLTiE )
Search API: Searching Query="1tt FARYZE £ R0

Search Results: Webl: {“Snippet”: xxx}, Web2: {“Snippet”: xxx}, ...

User (Generated): =T 2 1H)i% At ST ORI LUK W TR 25 {Web}, it H B A RE RS S (EFE
HREA L. ..
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Figure 3: Examples of close-ended problem and open-ended writing query.

4.1 Extension of the Close-ended Problem

The original WebPuzzle dataset in DeepDiver-V 1 includes two task types: (1) Riddle problems, which delib-
erately obfuscate or generalize properties of a target entity, and (2) Cross-page QA problems, which require
reasoning across multiple webpages to identify the correct answer. While WebPuzzle already presents sig-
nificant challenges for LLMs, we identified complementary limitations in these subsets. Specifically, (1)
Riddle queries employ intentionally obscured search clues, but typically do not require multi-hop informa-
tion seeking; whereas (2) Cross-page QA tasks involve multi-hop reasoning, but the queries often contain
overly explicit search cues.



To address these gaps, we extend the dataset by combining cross-page information synthesis with contex-
tual obfuscation, as illustrated in Figure 4. Given a single candidate entity’s Wiki corpus, we first identify
informative content and extract related entities using an LLM. For each related entity, we collect a bunch
of corresponding Wiki fragments, then iteratively expand outward by extracting and following additional re-
lated entities. This process is repeated until sufficiently rich contextual information is assembled. Finally, an
LLM selects key fragments across the gathered context and applies obfuscation techniques to generate more
challenging, closed-ended problems.
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Figure 4: Data curation pipeline of close-ended problems.

4.2 Open-ended Writing Query Crafting

Analogous to the closed-ended setting, open-ended writing-query generation can be organized into two ap-
proaches: (1) Internal-knowledge—driven pipeline. This approach leverages the parametric knowledge of the
LLM itself. We provide the model with domain-specific seed keywords and instruct it to propose candi-
date writing topics without relying on external retrieval. The resulting topics are shaped by the LLM’s prior
knowledge, which allows for broad coverage of concepts, and (2) Retrieval-driven “inverted” pipeline. Sim-
ilar to the extension of the closed-ended problems, this approach begins not from the model’s memory but
from targeted web search. As shown in Figure 5, for a given domain, our pipeline first formulates candidate
search queries, retrieves relevant web pages, and then synthesizes the retrieved information into draft top-
ics. These drafts are iteratively refined as additional evidence is incorporated, ensuring that the final report
queries are grounded in external sources rather than solely in parametric recall. This “inverted” process thus
emphasizes evidence accumulation and cross-document integration, producing richer and more contextually
faithful writing topics.
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Figure 5: Automatic data collection pipeline of open-ended writing queries.

4.3 WebPuzzle-Writing Benchmark Construction

Existing writing benchmarks, such as EQ-Bench (Paech, 2023), LongWriter (Bai et al., 2025), and Writing-
Bench (Wu et al., 2025b), tend to rely on fixed instruction templates, restrict queries to short contexts, and
lack well-specified, knowledge-intensive requirements, thereby undermining their diagnostic effectiveness.
To comprehensively and faithfully evaluate LLMs’ capabilities for long-form, knowledge-intensive writing,
we introduce the WebPuzzle-Writing Benchmark, comprising 100 high-quality writing queries. Each query
includes a writing topic and an associated set of writing points that ground rubric-based evaluations. Impor-
tantly, all writing points are knowledge-driven, encouraging models to retrieve relevant documents from the
web rather than relying solely on their intrinsic knowledge to generate responses.



Specifically, we first meticulously define a seed set of domains, comprising 70% domains overlapping with
the training set and 30% out-of-distribution domains. Following the procedure used for collecting training
queries, we gather at least five writing queries for each domain. Subsequently, these queries undergo manual
filtering and cleaning, with a maximum of three out of the five queries being retained for each domain.
These candidate samples are evaluated by eight expert annotators, all of whom hold a master’s degree or
higher. Each expert is instructed to adhere to the annotation guidelines, which assess the samples across three
dimensions: clarity and fluency, knowledge intensiveness, and accessibility of knowledge from websites.

To mitigate hacking attempts, such as search engines identifying the original web pages from which a query is
derived, we employ the following two approaches: (1) For queries derived from documents, we select private
documents as our knowledge base. These documents cannot be directly accessed through web searches;
however, their content can be inferred by comprehensively analyzing a collection of relevant web pages. (2)
For queries derived from web-based information, we enforce a restriction that the queries must incorporate
information from at least three distinct websites.

Through multiple rounds of iterative annotation and validation, we ultimately collect 100 high-quality queries
spanning 10 domains. Our benchmark distinguishes itself from existing writing benchmarks by encompassing
diverse domains, longer contexts, grounding in external evidence, and specific requirements that collectively
enhance the verifiability of the queries.

5 Training Algorithm

DeepDiver-V2 adopts a Rejection Sampling Fine-Tuning (RFT) stage following an initial cold-start Super-
vised Fine-Tuning (SFT). Combined with our planner-orchestrated framework, it employs a planner-centric
credit assignment algorithm that broadcasts rewards from the planner’s perspective to its sub-agents and the
LLM-based tools. In this section, we describe the overall training pipeline, the reward design for both close-
and open-ended problems, and the credit assignment and broadcasting process.

5.1 Cold Start SFT

A multi-agent framework requires its policy model to follow instructions for multi-role play, enable col-
laboration among agents, and complete tool invocations—particularly interactions with the local file system
involved in such invocations. To equip the policy model with basic, general multi-agent capabilities and
ensure its stable operation within our DeepDiver-V2 multi-agent framework, we collected problems from
multiple domains, including some of the closed-ended and open-ended problems we constructed as men-
tioned in Section 4, as well as some in-house problems from other vertical domains. Finally, we carefully
synthesized and post-processed thousands of agent reaction trajectories as our cold-start data.

5.2 RFT with Fine-grained Step Filtering

To further strengthen DeepDiver-V2’s performance, we employ Rejection Sampling Fine-Tuning (RFT),
which generates a large pool of trajectories for self-training. DeepDiver-V2 follows an iterative RFT
paradigm (DeepSeek-Al et al., 2025; Yang et al., 2024b), where seed training samples are generated by
the model itself from the cold-start checkpoint. These seed samples are then used to continue fine-tuning the
checkpoint, producing an updated model that generates additional training samples. After filtering, the newly
collected samples are merged with the original seeds, and training is rolled back to the cold-start checkpoint
using this expanded dataset.

Importantly, sampling and filtering across iterations follow a coarse-to-fine scheme, ensuring that only high-
quality reasoning steps are retained for training.

Trajectory-level filtering via final answer verification. At the trajectory level, we apply an automatic
correctness check against ground-truth answers when available. Only trajectories that yield the correct final
solution are preserved, while incorrect ones are discarded. Since we sample multiple trajectories for each
query, there can be several trajectories that achieve the correct solution for each query. For such cases,
we only retain the one with the fewest ReAct steps. We found such a quality-first strategy yields better
performance than using all correct trajectories. Such an observation motivates us to conduct further filtering
at a fine-grained step level, as illustrated below.

Step-level filtering with LLM as a judge. While final answer verification provides a coarse filter, it does not
guarantee that each intermediate reasoning or execution step is valid or useful. To address this, we introduce
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Figure 6: Data organization and processing for training. Given a task-solving session, the global trajectory
is disassembled to local role-centric ones for SFT. Fine-grained credit assignment is applied for fine-grained
step-level rejection sampling.

an LLM-based critic to assign fine-grained credit scores, enabling identification of steps that meaningfully
contribute to task completion. As shown in fig. 6, the global trajectory of a task-solving session is dis-
assembled into local role-centric ones. Then, the scoring process follows a centralized training paradigm
co-designed with the planner-orchestrated inference: given the query, reference answer, and the correspond-
ing steps in a planner trajectory, the LLM outputs per-step scores ranging from 1 to 10, based on plausibility,
logical coherence, and relevance to the final response. These scores are then propagated to executor trajec-
tories via invocation links: if a planner context block corresponds to a sub-task handled by an executor, its
score is broadcast to the associated intermediate contexts within the executor trajectory. This planner-centric
scoring leverages the planner’s global view of all subtasks, allowing training the MAS as a whole with inter-
role interaction considered, while avoiding the overhead of processing full global or all local trajectories.
During training, agent-generated content with scores below a predefined threshold 7 is masked out from the
loss calculation, ensuring that only high-quality steps influence model updates.

By combining trajectory-level correctness checks with step-level plausibility assessments, our coarse-to-fine
filtering framework yields a curated set of reasoning and execution traces that are both accurate and inter-
pretable. These “positive samples” provide a safe and effective training signal for improving MAS perfor-
mance under the current RFT scheme, which can be viewed as an offline, reward-based learning paradigm
without explicit use of negative samples (Shao et al., 2024).

Importantly, the planner-centric credit assignment is forward-compatible with future reinforcement learning
(RL) extensions, which perform on-policy trajectory sampling and explicitly incorporate negative samples
for gradient-based updates. As an initial step, we introduce an online RFT stage (see section 5.3) to explore
the impact of on-policy sampling. Leveraging negative samples is left for future work.

5.3 Online RFT

Building on the planner-centric credit assignment strategy, we extend offline RFT to the online paradigm.
Instead of relying on a static dataset collected beforehand, DeepDiver-V2 continuously interacts with the
environment, collecting new data tailored to the current policy. Migrating from offline to online RFT, how-
ever, introduces additional complexity in batching: filtering rollouts produces a variable number of training
samples for a fixed inference batch size. To address this, we adopt a rollout-buffered batching strategy.
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Concretely, the inference engine generates rollouts continuously and asynchronously, and once a predefined
batch size of valid samples is accumulated, these samples are passed to the training engine to update the
policy parameters, which are then synchronized with the inference engine. Beyond dynamic batching, we
further improve efficiency through the use of partial rollout (Team et al., 2025). This approach enables scal-
able handling of very long reasoning chains and trajectories, making online RFT practical for the multi-agent
and long-horizon information-seeking tasks targeted by DeepDiver-V2.

6 Training Infrastructure

Supporting large-scale multi-agent training necessitates the need to ensure usability, efficiency, and stability.
To address this, we design a comprehensive reinforcement learning (RL) framework that integrates disaggre-
gated and colocated architectures, agent factory, and staleness-aware synchronization protocols.

6.1 Compute Cluster

Our multi-agent RL algorithm is trained on a large-scale computing cluster consisting of over one thousand
Ascend Neural Processing Units (NPUs) . Each node contains 8 NPUs, which are connected through the
Huawei Cache Coherence System (HCCS) in a full-mesh topology and every NPU is provisioned with 64 GB
of memory. For inter-node communication, the cluster employs RDMA over Converged Ethernet (RoCE),
utilizing 200 Gbps links to enable high-bandwidth connectivity between NPUs across nodes.

6.2 Agent Factory: Algorithm-Oriented Design for Agentic RL

In order to simplify the development and training process in agentic reinforcement learning (RL), we intro-
duce the Agent Factory, an algorithm-first codebase designed to abstract away the underlying complexities of
agent training. The Agent Factory prioritizes algorithmic workflows over infrastructure. It provides a mod-
ular, declarative, and extensible interface that enables researchers to rapidly instantiate, train, and evaluate
agents without needing to manually configure low-level system details.

6.3 StaleSync: Staleness-aware Synchronization Strategy

In reinforcement learning (RL), especially in multi-agent systems (MAS), data skewness often leads to inef-
ficient resource utilization. Some agents in the system may complete their rollouts much more slowly than
others, causing idle times and bottlenecks in the training pipeline. This imbalance in data generation can
severely affect overall throughput.

To address this issue, we introduce StaleSync, a staleness-aware synchronous scheduling mechanism that
enhances training efficiency by tolerating stale gradients during model updates in multi-agent systems. We
allow training tasks to run in parallel within a specified staleness threshold, while dynamically adjusting this
threshold to prevent performance degradation from excessive gradient staleness.

Through this approach, StaleSync improves resource utilization by minimizing idle NPU time and maximiz-
ing data throughput, particularly in MAS where interactions and rollout times can vary significantly. This
ensures faster and more efficient multi-agent RL training while maintaining a balance between training speed
and model performance.

7 Experiments

7.1 Setup

Benchmark Datasets For complex question answering evaluation, we select challenging bench-
marks including BrowseComp-zh (Zhou et al., 2025), BrowseComp (Wei et al., 2025), and Xbench-
DeepSearch (Xbench-Team, 2025). For the long-form writing task, we evaluate on WebPuzzle-Writing
benchmark, as introduced in Section 4.3, which consists of 100 high-quality writing queries.

Baseline Models Our DeepDiver-V2-7B and DeepDiver-V2-38B are based on openPangu-7B (Chen et al.,
2025b) and Pangu-38B (Chen et al., 2025a) respectively. We thoroughly evaluate our model’s performance
through comparison with following baselines:
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* Complex Question Answering: Existing methods can be categorized into three types: First, in
the Direct Inference category—where models leverage their internal knowledge to answer ques-
tions—we include openPangu-7B, Pangu-38B, and along with models from the Qwen (Team, 2025b;
Yang et al., 2024a), GPT (OpenAl, 2025b,c,d), and DeepSeek (DeepSeek-Al et al., 2025) families.
Second, among Proprietary Agents, we compare against OpenAl DeepResearch (OpenAl, 2025a),
Grok-DeepResearch (xAl, 2025), and Doubao with Deep Think and Search (Doubao, 2025). Fi-
nally, for Open-source Agents, we benchmark against recent open-source web search agents such
as R1-Searcher (Song et al., 2025), WebThinker (Li et al., 2025c), WebDancer (Wu et al., 2025a),
WebSailor (Li et al., 2025a), and MiroThinker (Team, 2025a).

* Long-form Writing: We primarily compare our approach against proprietary commercial Deep-
Research products, including OpenAl 03 DeepResearch (OpenAl, 2025a), Gemini-2.5-Pro Deep
Research, and Doubao Deep Research.

Evaluation Framework For the evaluation of the three datasets in complex question answering, we all
adopt the LLLM-as-a-Judge approach, and the prompts used for evaluation are consistent with the official
ones of each benchmark. To comprehensively assess the quality of the generated reports, we propose a two-
phase evaluation framework comprising rubric-based evaluation and holistic evaluation. In the rubric-based
evaluation phase, for each rubric, we first identify the most relevant sections of the report using a pre-trained
embedding model. Subsequently, we employ the LLM-as-a-Judge approach to assign a score ranging from
1 to 10 to the selected sections. The rubric-based evaluation score reflects two key aspects: (1) the extent
to which the chosen sections fulfill the requirements of the rubric, and (2) the overall writing quality of
the sections in terms of fluency, logical coherence, and content diversity. During the holistic evaluation
phase, we utilize the LLM to assess the overall writing quality of the entire report. This evaluation considers
various dimensions, including logical coherence, structural completeness, information richness, quality of
argumentation, language and style, and content diversity. Each dimension is scored on a scale from 1 to 10.
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wWritl tnal “ 7 o _
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Topée Report § 7S
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Figure 7: Evaluation framework for long-form report writing.

7.2 DeepDiver-V2’s Ability on Complex Question Answering

DeepDiver-V2 demonstrates competitive performance compared to leading proprietary LLMs, while sub-
stantially surpassing most open-source agents of comparable size. Despite having fewer parameters than
many competing systems, DeepDiver-V2-38B delivers strong performance across all benchmarks. On
BrowseComp-zh, it achieves 34.6%, outperforming WebSailor-72B (30.1%) by 4.5 points and matching the
current most capable model GPT-5 (34.3%). On Xbench-Deepsearch, it scores 53.0, rivaling the much larger
WebSailor-72B (55.0). Moreover, although trained primarily on Chinese queries, DeepDiver-V2 generalizes
well to English, attaining 13.4% on BrowseComp-en—the highest among open-source agents.

Despite its smaller size, DeepDiver-V2-7B outperforms several larger baselines and consistently leads across
all benchmarks when compared to WebSailor-7B of the same scale. It achieves 18.3% on BrowseComp-zh,
surpassing WebSailor-7B by over 4 pts, and delivers 39.0% on Xbench-DeepSearch, exceeding WebSailor-
7B and matching the performance of WebDance-QwQ (39.0%). These consistent gains show that even at
modest scales, DeepDiver-V2 provides obvious improvements in the information seeking targeted QA tasks.

12



Paradigm BrowseComp-zh BrowseComp-en Xbench-DeepSearch
Direct Inference

openPangu-7B Direct 2.8 0.0 7.0
Pangu-38B Direct 4.5 0.4 12.0
Qwen-2.5-32B% Direct 3.9 0.6 8.7
Qwen-2.5-72B* Direct 7.0 0.6 12.7
QwQ-32B* Direct 10.0 0.5 10.7
DeepSeek-R1* Direct 26.3 2.0 32.7
GPT-40t Direct 6.2 0.6 18.0
GPT-4.1* Direct 14.4 L5 17.0
GPT-5 Direct 343 19.8 30.0
Proprietary Agents
Grok-3 (Research)? - 12.9 - 50+
Doubao (Deep Search)* - 26.0 - 50+
Openai DeepResearch? - 429 51.5 -
Open-source Agents

R1-Searcher-7B* ReAct 0.6 0.4 4.0
WebThinker-32B-RL* ReAct 7.3 2.8 24.0
WebDancer-QwQ ReAct 18.0 3.8 39.0
MiroThinker-8B-DPO-v0.17 MAS 13.6 8.7 -

MiroThinker-32B-DPO-v0.1* MAS 17.0 13.0 -

WebSailor-7B* ReAct 14.2 6.7 343
WebSailor-32B* ReAct 25.5 10.5 53.3
WebSailor-72B* ReAct 30.1 12.0 55.0
DeepDiver-V2-7B MAS 18.3 8.3 39.0
DeepDiver-V2-38B MAS 34.6 134 53.0

Table 1: Main results on three complex question answering benchmarks. * indicates that the results are cited
from the official results of the respective methods or from previous related work.

7.3 Performance of DeepDiver on Long-form Writing

DeepDiver-V2 achieves competitive long-form writing quality, closely matching proprietary research agents
while with better content diversity and informativeness. As shown in Table 2, automation evaluation scores
indicate that DeepDiver-V2-38B delivers balanced performance across all dimensions of report writing. In
particular, it achieves an average score of 5.83, close to the performance of the Gemini-2.5-Pro Deep Research
while slightly better than the OpenAl DeepResearch. In the rubric-based automatic evaluation, as shown
in Table 3, our model also demonstrates strong instruction-following capabilities with an average score of
5.91, remaining competitive with the top baseline. A notable characteristic of our model is its generation
of substantially more detailed reports, with an average length of 24.6K tokens, more than double that of
its competitors. This advantage in comprehensiveness appears to be a key factor in human evaluations.
As presented in Table 4, when compared directly with OpenAl 03 DeepResearch, DeepDiver-V2-38B was
preferred by human evaluators in 58% of holistic evaluations (vs. 19%) and 52% of rubric-based evaluations
(vs. 10%). The preference shown by human judges for the richer, more detailed content our model produces
indicates that comprehensiveness is a critical component of high-quality long-form writing. The smaller
7B variant, while scoring lower overall, also performs comparably and produces significantly longer reports
(25.9K), demonstrating the scalability of our approach in prioritizing content richness.

Logical Structural Argumentative Language Content | Average Average

Coherence Integrity Quality Clarity Diversity Score Length

OpenAl 03 DeepResearch 5.90 5.81 4.90 6.23 5.93 5.75 10.6K
Gemini-2.5-Pro Deep Research 5.86 5.97 5.14 6.44 6.10 5.90 12.2K
Doubao Deep Research 5.36 5.91 4.58 6.13 5.84 5.56 18.1K
DeepDiver-V2-7B 5.30 5.60 4.70 6.17 5.80 5.51 259K
DeepDiver-V2-38B 5.66 5.89 5.00 6.41 6.18 5.83 24.6K

Table 2: Automatic holistic evaluation results of long-form report writing.
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Rubric-based Score Section-quality Score Average Score

OpenAl 03 DeepResearch 6.25 6.02 6.11
Gemini-2.5-Pro Deep Research 5.57 5.87 5.74
Doubao Deep Research 5.74 5.57 5.64
DeepDiver-V2-7B 5.70 5.50 5.60
DeepDiver-V2-38B 5.96 5.87 591

Table 3: Automatic rubrics-based evaluation results of long-form report writing.

Win Tie Lose Model Supported  Uncertain ~ Refuted

OpenAl 03 DeepReseach 67.56% 23.96% 8.48%
DeepDiver-V2-7B 65.19% 23.66% 11.15%
DeepDiver-V2-38B 68.09 % 23.07% 8.84%

Rubric Evaluation 52 38 10
Holistic Evaluation 58 23 19

Table 4: Human evaluation of DeepDiver-V2-

38B vs. OpenAl 03 DeepReseach. Table 5: Verification results of factual claims.

8 Analysis

In this section, we analyze the impact of key design choices in DeepDiver-V2. We first examine the contribu-
tion of individual roles in the multi-agent framework by switching the models of each agent, evaluating their
effectiveness across different tasks. For complex information-seeking QA, we further isolate the information
seeker from the planner by providing the seeker with the original queries, instead of relying on the planner’s
task decomposition and status monitoring. This setup enables a direct comparison between single-agent and
multi-agent configurations. For long-form report writing, we perform an automated evaluation of factuality
using VeriScore (Song et al., 2024), providing a complementary measure of the reliability of DeepDiver-V2’s
generated content. Moreover, to complement the quantitative results, we present a case study highlighting
the qualitative strengths of DeepDiver-V2 in long-form report generation.

8.1 Factuality Evaluation of Long-Form Reports

Human and automatic evaluations suggest that DeepDiver-V2 performs on par with proprietary agents in
terms of coherence, diversity, and clarity. However, factuality and reliability remain especially critical for
long-form generation. To assess robustness, we therefore compare the factual accuracy of reports produced
by DeepDiver-V2 against those generated by o3-DeepResearch.

Setup Given that long-form generations often contain numerous factual claims, we follow VeriScore (Song
et al., 2024) and SAFE (Wei et al., 2024) to verify the factual accuracy of claims in the reports. Specifically,
we randomly sample 30 verifiable factual claims from each report. For each claim, we generate three relevant
search queries and retrieve supporting evidence from the web. The retrieved snippets are then concatenated,
and the LLM is prompted to determine whether the claim is correct based on the provided evidence.

Results DeepDiver-V2-38B achieves slightly higher factual reliability than 03-DeepResearch, while even
the smaller 7B variant maintains strong factual grounding and nearly matches 03’s performance. As pre-
sented in Table 5, DeepDiver-V2-38B and o3 DeepResearch demonstrate comparable performance, with
approximately 67%—68% of claims being supported and only around 8% refuted. However, when the model
size is reduced to 7B, the proportion of supported claims decreases to 65.19%. Notably, the 7B model re-
trieves sufficient external evidence, indicating that the reduced support rate is primarily due to increased
hallucinations during evidence integration. This observation highlights that claim verification in long-form
generation is limited not only by retrieval coverage but also by the model’s reasoning and synthesis capa-
bilities. Furthermore, smaller models are more susceptible to integration errors, even when retrieval quality
remains comparable.

8.2 Role Switching

We investigate the impact of role deployment across tasks, with a particular focus on hybrid configurations
that combine small and large LLMs. The goal is to assign models to roles where they are most effective:
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identifying which agents in DeepDiver require the most capable LLMs, and which can be reliably supported
by moderate-scale models. This analysis highlights how efficiency and performance can be balanced through
strategic role switching.

Setup For information-seeking QA, we separate the planner—responsible for high-level reasoning (de-
composing problems, tracking progress, assigning tasks)—from the information seeker, which executes ev-
idence gathering and verification under the planner’s instructions. For long-form writing, we partition the
DeepDiver-V2 into two groups: material gathering and verification modules (e.g., planner + information
seeker) and writing modules (i.e., writer + section writer). We then rotate the 38B and 7B Pangu models
across roles to assess capacity sensitivity, identifying where large models are essential and where smaller
models suffice.

Results of QA task Executor capability primarily drives performance, while a smaller planner typically
suffices for most tasks. As shown in Table 6, substitute the 7B baselines with 38B agents consistently brings
benefits. Specifically, upgrading only the executor improves by +9 (27.3 vs. 18.3) on BrowseComp-zh and +7
(14.0 vs. 7.0) on BrowseComp-en, whereas upgrading only the planner gives slightly smaller gains of +6.3
(24.6) and +3 (10.0).

Results of Writing task Sub-agents responsible for writing play a more critical role in the long-form
writing task. As demonstrated in Table 7, replacing the writing sub-agents of the original 7B baseline with
their corresponding 38B modules results in a combination that achieves writing performance comparable to
the 38B baseline (5.84 vs. 5.87). However, substituting the information-gathering components (e.g., planner
and information seeker) with their more advanced counterparts yields only marginal improvements (5.56 to
5.61). This finding underscores the pivotal role of the writing modules in determining overall performance.

Paradigm BrowseComp-zh BrowseComp-en-100 Xbench-DeepSearch

DeepDiver-V1-7B ReAct 114 3.0 19.0
WebSailor-7B ReAct 14.2 - 343
WebSailor-32B ReAct 25.2 - 53.3
DeepDiver-V2-7B-Info Seeker ReAct 15.9 4.0 37.0
DeepDiver-V2-38B-Info Seeker ReAct 26.3 10.0 52.0
DeepDiver-V2-7B MAS 18.3 7.0 39.0
© w/38B-Planner ~~ MAS 246 0.0 -
w/ 38B-Info Seeker MAS 27.3 14.0 -
DeepDiver-V2-38B~ MAS 6 ] 160 530

Table 6: Role switching experimental results on the BrowseComp-zh, BrowseComp-en and Xbench-
DeepSearch.

Rubrics-based Evaluation

Holistic S A
GUSHE Seore Rubric Score  Setion-Quality Score verage
OpenAl 03 DeepResearch 5.75 6.25 6.02 5.93
Gemini-2.5-Pro Deep Research 5.90 5.57 5.87 5.82
Doubao Deep Research 5.56 5.74 5.57 5.60
DeepDiver-V2-78 >0 370 330 356
w/ 38B-Writer & Section Writer 5.80 5.97 5.80 5.84
_ W/ 38B-Planner & Info Seeker 36 3716 3T 361
DeepDiver-V2-38B 5.83 5.96 5.87 5.87

Table 7: Role switching experimental results on the long-form report writing task.

8.3 Isolation Testing of Executor
During RFT training of DeepDiver-V2, our planner-orchestrated framework decomposes complex problems

into multiple sub-tasks or assigns a single task to several competitive sub-agents. This design yields key
benefits: (1) The burden of complex tasks is offloaded to coordinated multi-agent execution, improving both
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efficiency and effectiveness. (2) Each original problem is expanded into several related questions, enriching
the diversity of training samples available to sub-agents. Consequently, a natural question arises: fo what
extent can a single sub-agent perform on the original complex problems when tested in isolation, without
assistance from the planner?

Setup For both the 7B and 38B versions of DeepDiver-V2, we isolate the information seeker from the
planner and evaluate performance on the benchmarks introduced in Section 7. To enable efficient validation,
we randomly sample 100 instances each from BrowseComp-en, while for BrowseComp-zh and Xbench-
DeepSearch we use the full test set.

Results Collaborative training of the multi-agent system incidentally produces sub-agents that are them-
selves strong single agents. This aligns with prior findings (Baker et al., 2020; Estornell et al., 2025; OpenAl
et al., 2019), which show that agents trained cooperatively often develop into versatile individuals capable
of high-level performance on their own. As shown in Table 6, while the primary objective of DeepDiver-V2
is to maximize cooperative ability for information-seeking tasks, the information seeker also emerges as a
competent standalone agent for complex questions. Specifically, the 38B information seeker adapts seam-
lessly to solo problem solving, achieving a score of 26.3 on BrowseComp-zh and surpassing WebSailor-32B
(25.2). Moreover, on Xbench-DeepResearch—which is comparatively easier than the BrowseComp bench-
marks—the 38B information seeker alone performs on par with the full DeepDiver-V2-38B system. These
results suggest that while multi-agent collaboration is essential for tackling extremely challenging problems,
the resulting sub-agents emerge as efficient and effective solutions for simpler tasks.

8.4 Report Writing Case Study

The following case study illustrates the effectiveness of DeepDiver-V2-38B to long-form report writing.
Our generated report exhibits a high degree of structural clarity, meticulously adhering to the requirements
outlined in the writing query. A key distinguishing feature of this output is its extensive incorporation of
factual data and descriptive details retrieved from external sources. This enables a level of granularity and
accuracy that cannot be achieved by relying solely on the model’s intrinsic knowledge. This observation
highlights our model’s advanced capabilities in information seeking and fact-based content generation.
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9 Conclusion

In this work, we introduced DeepDiver-V2, a planner-orchestrated multi-agent system designed to tackle
complex information-seeking and long-form generation tasks. To enable more rigorous evaluation, we ex-
tended the WebPuzzle benchmark with more challenging and verifiable problems and introduced a new subset
specifically for assessing agents’ ability to produce long-form reports. To support robust and efficient training,
we coupled our proposed planner-centric training algorithm with a custom in-house RL library that supports
both online and offline SFT, RFT, and RL. Through extensive experiments, we showed that DeepDiver-V2
achieves competitive performance across both (1) challenging closed-ended information-seeking benchmarks
and (2) open-ended long-form writing tasks. Our empirical analysis further revealed that multi-agent collab-
oration not only scales effectively to extremely difficult problems, but also yields emergent single-agent
competence as a byproduct of collaborative training. Overall, our work demonstrates how LL.M-based agents
can communicate and collaborate efficiently, advancing the field of multi-agent training and offering new
insights into the information-seeking capabilities of LLMs in real-world scenarios.
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Appendix

Discussion: Limitations and Extensions

Balance between Efficiency and Accuracy Despite the strong results on BrowseComp and the demon-
strated quality of long-form report generation, DeepDiver-V2 incurs higher computational overhead than
DeepDiver-V1. In particular, it requires more time for reasoning, evidence gathering, and verification, as well
as increased tool-call usage. The inference time and number of rounds in DeepDiver-V2 adapt to problem dif-
ficulty, but can grow exponentially on extremely challenging tasks. While DeepDiver-V1 introduced search
intensity scaling (SIS), DeepDiver-V2 magnifies this mechanism significantly, yielding more substantial per-
formance gains but at the cost of greater inference time and higher tool-call expenditure. Such limitations
constrain DeepDiver-V2’s scalability, cost-efficiency, the practical applicability in real-world deployments,
and the online RL training at scale.

Toolkits and Scaffold Support DeepDiver-V2 provides rich tool support compared to DeepDiver-V1, in-
cluding local file operations, open-web search, and content generation. However, effective information-
seeking agents often require access to additional tools such as web browsing, semantic search, sandboxed
deployment, and code execution. These tools and corresponding capabilities enable more advanced verifi-
cation and exploration within the agent framework. Future versions of DeepDiver should therefore aim to
incorporate broader tool integration and scaffold support, enhancing generalization and strengthening the
framework’s ability to tackle diverse real-world tasks.
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